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Introduction

Branching processes are widely used in modelling of populations’
behaviour, in particular, the viral epidemic evolution.

The main objects of investigations are the quantity of infective
organisms or the number of viral particles - virions. Depending on
aims of research different types of branching processes are used.

Multitype Galton-Watson process (Antonelly, F., Bosco, F., 2012)
Viral evolution and adaptation;

Wright-Fisher process (Wilke, C., 2003) Probability of fixation of an
advantageous mutant in a viral quasispecies;

Bellman-Harris process (Gonzalez, M., et al., M. 2010) Epidemic
modelling and optimal vaccination;

Crump-Mode-Jagers process (Ball, F., et al., 2014) Application to
vaccination in epidemic modelling.

3



Introduction

Branching processes are more natural for viral modelling under
assumptions:

the quantity of initial infectives is much less than the size of a
susceptible population;

SIR (Susceptible → Infected → Recovered) or SEIR schemes
(Susceptible → (Exposed) → Infected → Recovered) (infection
takes place only once during host‘s lifetime);

relatively long incubation period and negligible contagious time;

Such assumptions can be used in modelling of measles, mumps, avian
influenza and parotit (see Gonzalez et.al., 2010, Ball, F., et.al., 2014).

The main interest is usually to find the best treatment or optimal
vaccination, aimed at reducing the number of infected or the duration of
outbreaks.
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Introduction. Multitype Galton-Watson process
(Antonelly, F., Bosco, F., 2012)

Considered a viral population in a host’s organism. Particles of a virus
are classified by replication capacity.

Branching process is determined by a number of viral particles in the
generation n.

Zn ∈ ZR - a number of viral particles in each class in the generation n.

Z0 6= 0;

particles of r types, 0 < r <∞;

a k-type particle produces k offsprings, k = 1, 2, .., r ;
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Introduction. Multitype Galton-Watson process

Connection between types: considered three (in general model) or two
(in simple model) kinds of mutations - negative, neutral (and positive).

d , b, c - probabilities of
negative, positive and
neutral mutations;

Contiguous for i-type in
simple model (a): i − 1,
i = 1,2,..,r-1;

Contiguous for i-type in
general model (b):
i − 1, i + 1,
i = 1,2,..,r-1;

(a) Simple model

(b) General model

Figure: Transition between types
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Introduction. Multitype Galton-Watson process

Results:

The behaviour of the population depending on the size, the
maximum replication capacity of classes and the fraction of the
population not affected by deleterious effects;

The survival probability of a virus population depends on its initial
population size;

The proof, in the context of the theory of branching processes, of
the lethal mutagenesis criterion;

A new proposal for the notion of relaxation time with a quantitative
prescription for its evaluation;

The quantitative description of the evolution of the expected values
in four distinct regimes;

New insights on the dynamics of evolving virus populations can be
foreseen.
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Introduction. Wright-Fisher process (Wilke, C., 2003)

Probability of fixation of mutations in viral populations.

Authors consider a viral population with n types of particles, divided by a
quantity of possible offsprings of a particle per one generation. Each
particle is a sequence of genes with length L.

X (t) = (X 0
t , ...,X

n
t ), t = 0, 1, 2... X i

t ∈ ZL

X ij
t ∈ {1, .., κ} κ = 4.

N - size of viral population, fixed.

Wright-Fisher branching process:

N(t) =
n∑

k=0

X k
t = const
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Introduction. Wright-Fisher process

Results:

Wright-Fisher model allows to investigate the relative quantity of
particles of each type;

The analytic expression for probability of mutant fixation;

Estimations for fixation probability with different assumption about
the mean number of offsprings of invading sequence;

Estimation based on a small area of genotype space surrounding the
invading sequence;

Importance for investigation the disease dynamics and optimal
vaccination;
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Introduction. Bellman-Harris branching process
(Gonzalez, M., et al., 2010)

Authors investigate the viral epidemic in a large hosts’ population
under following assumptions:

SIR-scheme;

A negligible contagious time;

The size of population - N;

The number a of infectives at the beginning of the outbreak;

A relatively small number of initial infectives;
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Introduction. Bellman-Harris branching process

Z (t) - number of particles at t, Z (0) = 1.

Vaccination is presented by the part of organisms, which are resistant
to the virus.

Coefficient α ∈ [0, 1] - the part of immune organisms;
A particle lives during random time with probability function G (·),

then produces k offsprings according to replication probability law {pα,k};

The main result is optimal vaccination level, that guarantees viral
distinction not later than after exact time with exact probability value
(see Gonzalez, et al.).
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Introduction. Crump-Mode-Jagers process
(Ball, F., et al., 2010)

A closed population of potential viral hosts, witn the size N and with
a initial infectives is considered. Authors investigate SEIR-scheme virus.

Particles have IID life stories H = Hi = (Ii , ξi ) , where ξi - is a point
process of contact moments, li is a life length of the particle;

If a particle of i-type with life history Hi = (Ii , ξi ), i = 1, ..,N + a,
appears at the moment bi and 0 ≤ τi1, τi2... ≤ Ii - points of the process
ξi , then the particle i has one offspring in each moment
bi + τi1, bi + τi2, ....

Z (t) =
N+a∑
i=1

I{bi ≤ t, bi + Ii > t}

Z (t) - quantity of infectives at moment t;
Z (0) = a - quantity of infectives at t = 0.
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Introduction. Crump-Mode-Jagers process

Results

The main interest is also searching the optimal vaccination level.
Assumptions for vaccination :

guarantees viral extinction with probability ≥ p,

outbreak lasts not longer than time t,

dependence on time.

That means, the part α ∈ [0, 1] of immune organisms is not stable
during the outbreak.

The theory is illustrated by applications to the control of the
duration of mumps outbreaks in Bulgaria.
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Motivation

BRWs for viral epidemic modelling

We suggest to apply BRWs for viral epidemic modelling. This allows
to investigate not only the number of particles (infected individuals), but
also their spatial spread.

The transport of infected individuals is described by a symmetric
random walk on a multidimensional lattice (see in detail, e.g., Y. (2007)).

Processes of birth and death of infected individuals are represented by
a continuous-time Bienayme-Galton-Watson processes at the lattice
points (branching sources).
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Motivation

A special attention will be paid to the properties of BRWs with one
branching source on the entire lattice.

We consider finitely or infinitely many initial particles, and the
”duality” of this models. As well as we will shortly introduce BRW model
with infinite number of sources and finite number of initial particles.

Each of the models can be considered taking into account the
simplest vaccination process.
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Main Assumptions

Main assumptions

Random walk:

A = (a(x , y))x,y∈Zd - matrix of transition intensities :

1 a(x , y) ≥ 0, x 6= y ; a(x , x) < 0;

2
∑

y a(x , y) = 0;

3 a(x , y) = a(y , x) (symmetry);

4 ∀z ∈ Zd ∃z1, ..., zk :

z =
k∑

i=1

zi and a(zi ) 6= 0 for i = 1, .., k (irreducibility)

5 a(x , y) = a(0, y − x) =: a(y − x) (spatial homogeneity).

Let p(t, x , y) be a transition probability. Than assume temporary
homogeneity of a random walk:

p(t1, x , y) = p(t2, x , y), ∀t1 = t2.
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Main Assumptions

Branching process:

f (u) =
∞∑

k=0,k 6=1

cku
k - probability generating function,

where ci defines the probability of producing i by one particle and
ci ≥ 0 for all i 6= 1, c1 < 0, and

∑
i ci = 0.

Assume f to be continuously differentiable:
β(i) := f (i)(1) <∞, β := f ′(1).
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Main Assumptions

Short-time events in BRW:

I) at point x = 0, h→ 0:

1 moving to y 6= x with probability a(x , y)h + o(h);

2 producing k 6= 1 offsprings with probability ckh + o(h);

3 death with probability c0h + o(h) ;

4 remaining at x with probability 1 + a(x , x)h + c1h + o(h) without
offspring.

II) at point x 6= 0, h→ 0:

1 moving to y 6= x with probability a(x , y)h + o(h);

2 remaining at x with probability 1 + a(x , x)h + o(h).
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Main Assumptions

Models with vaccination

Vaccination process takes place at every point of a lattice and reduces
the intensity of birth of infected individuals, the intensity of death
remains stable (see Gonzalez, et.al. 2010) .

The vaccination process does not depend on time, that allows to
investigate spatial properties of viral evolution.

Coefficient α ∈ [0, 1] presents the vaccination success.
The case witn two offsprings:

c̃2 = αc2, c̃0 = c0, c̃1 = −(c0 + αc2)

Natural assumption:
c̃k = αk−1ck .
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Main Assumptions

Thus, during small time h , a particle at x = 0 can:

1 move to y 6= x with probability a(x , x)h + o(h);

2 remain at x and produces k offsprings with probability
c̃kh + o(h) = αk−1ckh + o(h);

3 die with probability c̃0h + o(h) = c0h + o(h);

4 remain at x and have no offspring with probability

1 + a(x , x)h −
∞∑

i=0,i 6=1

c̃ih + o(h).

Generating Function: f̃ (u) =
(f (αu)− uf (α) + f (0)(1− α)(u − 1))

α
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BRWs with Finite Number of Initial Particles

Model I

t = 0

µx(t) -quantity of particles at x in the
moment t, x ∈ Zd ,
µ(t) - general quantity of particles,
µx(0) = aδ0(x) ∀x ∈ Zd , a ≥ a0 > 0.

mn(t, x) := Exµ
n(t),

mn(t, x , y) := Exµ
n
y (t), n = 1, 2, ...

Let Fx be the Laplas generating function of the process:

Fx(z ; t, x , y) := Exe
−zµ(t)
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BRWs with Finite Number of Initial Particles

Main results

Statement (Differential equations for first moments)

First moment of symmetric random walk m1(t, x , y) satisfies Cauchy
problem

∂tm1(t, x , y) = Hxm1(t, x , y), m1(0, ·, y) = aδy (·),

∂tm1(t, x , y) = Hym1(t, x , y), m1(0, x , ·) = aδx(·),

where operators Hx ,Hy have the forms:

Hxm1(t, x , y) := (Am1(t, ·, y))(x) + βδ0(x)m1(t, x , y),

Hym1(t, x , y) := (Am1(t, x , ·))(y) + βδ0(y)m1(t, x , y).
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BRWs with Finite Number of Initial Particles

Statement (Integral equations for first moments)

First moments of random walk satisfy integral equations:

m1(t, x , y) = ap(t, x , y) + β
t∫
0

p(t − s, x , 0)m1(s, 0, y)ds,

m1(t, x , y) = ap(t, x , y) + β
t∫
0

p(t − s, 0, y)m1(s, 0, y)ds,

m1(t, x) = a + β
t∫
0

p(t − s, x , 0)m1(s, 0)ds,

m1(t, x) = a + β
t∫
0

m1(s, x , 0)ds,

where p(t, x , y) - solution of Cauchy problem

∂tp(t, x , y) = Ap(t, x , y), p(t, ·, y) = δy (·).
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BRWs with Finite Number of Initial Particles

Statement (Integral equations for higher moments)

Moments mk(t, x , y) and mk(t, x) with k > 1 satisfy

mk(t, x , y) = m1(t, x , y) +
∫ t

0
m1(t − s, x , 0)gk(m1(s, 0, y), ..,mk−1(s, 0, y))ds,

mk(t, x) = m1(t, x) +
∫ t

0
m1(t − s, x , 0)gk(m1(s, 0), .,mk−1(s, 0))ds,

where functions gn are following:

gn(m1,m2, ...,mn−1) =
n∑

r=1

β(r)

r !
·

∑
i1,...,ir>0,
i1+...+ir=n

n!

i1!...in!
mi1 ...mir .
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BRWs with Finite Number of Initial Particles

Limit theorems

The main interest is of asymptotic of first and high-order moments of
particle‘s number with t →∞.

To analyze moment‘s behaviour, consider the Green function, which is
Laplas transform of transition probabilities p(t, x , y):

Gλ(x , y) :=

∞∫
0

e−λtp(t, x , y)dt, (1)

Let βc := 1
G0(0,0)

. If σ2 = − 1
a(0,0)

∑
x∈Zd

|x |2a(0, x) <∞, then βc := 0

d = 1, 2 and βc := 1
Gλ(0,0)

if d ≥ 3.

The form of asymptotics of the moments mn(t, x , y) and mn(t, y)
depends on d-dimension of the lattice and the parameter βc .

25



BRWs with Finite Number of Initial Particles

Limit theorems

Theorem

If σ2 = − 1
a(0,0)

∑
x∈Zd

|x |2a(0, x) <∞, then for all n ∈ N and t →∞

mn(t, x , y) ≡ Cn(x , y)un(t), mn(t, x) ≡ Cn(x)vn(t), (2)

where Cn(x , y),Cn(x) > 0, and functions un, vn are of the form:
a) if β > βc

un(t) = enλ0t , vn(t) = enλ0t ;

b) if β = βc

d = 1 un(t) = t−1/2(ln t)n−1, vn(t) = t(n−1)/2;
d = 2 un(t) = t−1, vn(t) = (ln t)n−1;
d = 3 un(t) = t−1/2(ln t)n−1, vn(t) = tn−1/2;
d = 4 un(t) = tn−1(ln t)1−2n, vn(t) = t2n−1(ln t)1−2n;
d ≥ 5 un(t) = tn−1(ln t)n−1, vn(t) = t2n−1; 26



BRWs with Finite Number of Initial Particles

Limit theorems

Theorem

c) if β < βc

d = 1 un(t) = t−3/2, vn(t) = t−1/2;

d = 2 un(t) = (t ln2 t)−1, vn(t) = (ln t)−1;
d ≥ 3 un(t) = t−3/2, vn(t) = 1;
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BRWs with Finite Number of Initial Particles

Theorem

If β > βc , in the sense of moment‘s convergence

lim
t→∞

µt(y)e−λ0t = ξφ0(y), lim
t→∞

µt(y)e−λ0t = ξ, (3)

where ξ - is some non-degenerate random variable, such as
Exξ

n = Cn(x) (n ∈ N), and moments Cn(x) coincides corresponding
ones in 1. If βr = O(r !r r−1), moments Cn(x) uniquely determine the
distribution ξ, and the relations are valid in the relations are valid in the
sense of convergence in distribution.
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BRWs with Infinite Number of Initial Particles

Model II

t = 0

Infinite number of particles at t = 0

ηt(x) - local number of particles at x in the
moment t, x ∈ Zd ,
ηx(0) ≡ a ∀x ∈ Zd , a ≥ a0 > 0.

mn(t, x):= Exµ
n(t) (in the first model),

mn(t, x , y):= Exµ
n
y (t) (in the first model),

Mn(t, x):= E∞η
n
x (t).
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BRWs with Infinite Number of Initial Particles

Short-time events in BRW:

I) at point x = 0, h→ 0:

1 moving to y 6= x with probability a(xj , xk)h + o(h);

2 producing k 6= 1 offsprings with probability ckh + o(h);

3 death with probability c0h + o(h) ;

4 staying stable at x with probability 1 + a(xj , xj)h + c1h + o(h)
without offspring.

II) at point x 6= 0, h→ 0:

1 moving to y 6= x with probability a(xi , xk)h + o(h);

2 staying at x with probability 1 + a(xi , xi )h + o(h).
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BRWs with Infinite Number of Initial Particles

Sub-populations

t = 0

ηx(0) ≡ a

t > 0

ηx,xi (t) - local number of offsprings of particle i ;
ηx,xi (0) = aδxi (0);
Mi,n(t, xi , x):= Exi η

n
x,xi (t).
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BRWs with Infinite Number of Initial Particles

Duality of BRW models

Let F∞ be the Laplas generating functions of the processes:

F (z ; t, x) := Exe
−zµ(t)

F (z ; t, x , y) := Exe
−zµy (t)

F∞(z ; t, x , y) := E∞e−zηy (t)

Fi (z ; t, x , y) := Exi e
−zηx,xi (t)

Statement

For all 0 6 z 6∞ Laplas generating functions F (z ; t, x) and F (z ; t, x , y)
in the first model and F∞(z ; t, x , y) and Fi (z ; t, x , y) in the second model
are continuously differentiable and satisfy the same differential equations:

∂tF (z ; t, x) = (AF (z ; t, ·))(x) + δ0(x)f (F (z ; t, x))
∂tF (z ; t, x , y) = (AF (z ; t, ·, y))(x) + δ0(x)f (F (z ; t, x , y)),
∂tF∞(z ; t, x , y) = (AF∞(z ; t, ·, y))(x) + δ0(x)f (F∞(z ; t, x , y)),
∂tFi (z ; t, x , y) = (AFi (z ; t, ·, y))(x) + δ0(x)f (Fi (z ; t, x , y)), (1.4)

with: F (z ; 0, x) = ae−z , F (z ; 0, x , y) = ae−zδx (y),
F∞(z ; 0, x , y) = ae−z and Fi (z ; 0, x , y) = ae−zδxi (x).
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BRWs with Infinite Number of Initial Particles

Statement

First moments of general number of particle in model I and local number
of particles in the source in model II satisfy:{

∂m1(t,x)
∂t = (Hm1(t, ·))(x)

m1(0, x) = aδ0(x)

{
∂M1(t,x,y)

∂t = (HM1(t, ·, y))(x)

M1(0, ·, y) ≡ a, y ∈ Zd

where H := A + βδ0.
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BRWs with Infinite Number of Initial Particles

Statement

For all n ≥ 2 moments of local number of particles satisfy integral
equations:

mn(t, x) = m1(t, x) + δ0(x)

t∫
0

m1(t − s, x , 0)gn(m1(s, 0), ..,mn−1(s, 0))ds,

Mn(t, x , y) = M1(t, x , y)+δ0(x)

t∫
0

M1(t−s, x , 0)gn(M1(s, 0, y),.,Mn−1(s, 0, y))ds,

where

gn(m1,m2, ...,mn−1) =
n∑

r=1

β(r)

r !
·

∑
i1,...,ir>0,
i1+...+ir=n

n!

i1!...in!
mi1 ...mir ,

gn(M1,M2, ...,Mn−1) =
n∑

r=1

β(r)

r !
·

∑
i1,...,ir>0,
i1+...+ir=n

n!

i1!...in!
Mi1 ...Mir .
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BRWs with Infinite Number of Initial Particles

Statement

First moments of local number of particles at a point y (Model I) and a
local number of particle of one subpopulation at the source (Model II)
satisfy:{

∂mn(t,x,y)
∂t

= (Hmn(t, ·, y))(x) + δ0(x)gn(m1(t, x , y), ..,mn−1(t, x , y))

mn(0, x , y) = aδ0(y)

{
∂Mi,n(t,x,y)

∂t
= (HMi,n(t, ·, y))(x) + δ0(x)gn(Mi,1(t, x , y), ..,Mi,n−1(t, x , y))

Mi,n(0, xi , y) = aδxi (y)

where

gn(m1,m2, ...,mn−1) =
n∑

r=1

β(r)

r !
·

∑
i1,...,ir>0,
i1+...+ir=n

n!

i1!...in!
mi1 ...mir ,

gn(Mi,1,Mi,2, ...,Mi,n−1) =
n∑

r=1

β(r)

r !
·

∑
i1,...,ir>0,
i1+...+ir=n

n!

i1!...in!
Mi,i1 ...Mi,ir .
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BRWs with Infinite Number of Initial Particles

Theorem

For all moments of a total number of particles over the lattice in model I
and a local number of particles at the branching source in model II we
have: mn(t, 0) ≡ Mn(t, 0, 0).

Theorem

For all moments of a local number of particles at a point x in model I
and a number of offsprings at the branching source of a particle started
at a point x (subpopulation size) in model II we have:
mn(t, x , 0) ≡ Mx,n(t, x , 0).
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BRW with Infinite Number of Sources and Initial Particles

BRWs with Immigration (Han, Makarova, Molchanov, Y.

t = 0 t > 0

F (x) - the initial distribution of particles on the lattice;
f (u) - probability generating function of BP with β := f ′(1) < 0.

The BP at every lattice point is subcritical, but there is immigration
of new particles into each point of the lattice, so the process will not
extinct for t →∞. 37



BRW with Infinite Number of Sources and Initial Particles

BRW with Immigration

Immigration influx helps to stabilize the population when the birth
rate is less than the mortality rate.

Such a model may describe the demographic situations associated
with immigration in different Europian countries.

This approach was suggested by Molchanov and Whitmeyer in 2016,
but only for the case of the binary splitting, i.e. when one particle can
produce one offspring at the moment of birth.

We considered the case when particles can produce an arbitrary
number of offsprings and investigated the asymptotic behaviour of the
moments of particle numbers as t →∞. We consider the moments
mn(t, x1, ..., xn) = E (n(t, x1) · ... · n(t, xn)). The asymptotics of the first
two moments m1(t, x1) and m2(t, x1, x2) were obtained as t →∞.
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BRW with Infinite Number of Sources and Initial Particles

BRW with Immigration

In the presence of the immigration we have use forward Kolmogorov
equations. Their derivation is based on the representations:

n(t + dt, x) = n(t, x) + ξ(dt, x),

where ξ(dt, x) is the random variable and

ξ(dt, x) =



n − 1, with probability bnn(t, x)dt, n ≥ 3,

1, with probability b2n(t, x)dt + kdt

+κ
∑

z 6=0 a(z)n(t, x + z)dt,

−1, with probability b0n(t, x)dt + κn(t, x)dt,

0, with probability 1−
∑

n≥3 bnn(t, x)dt

−(b2 + b0 + κ)n(t, x)dt − kdt

−
∑

z 6=0 a(z)n(t, x + z)dt.
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BRW with Infinite Number of Sources and Initial Particles

First moment. BRW with Immigration

For the first moment we obtain the explicit formula:

m1(t, x) =
k

β − b0
(e(β−b0)t − 1) + e(β−b0)tEn(0, x).

For t →∞ we have

if β ≥ b0, k > 0 then m1(t, x)→∞;

if b0 > β then m1(t, x)→ k
b0−β .
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BRW with Infinite Number of Sources and Initial Particles

Problems

Adding of a random walk into models with BPs.

Generalization BRWs for different types of particles;

Generalization BRWs for branching sources with different intensities;

More natural vaccination;

Vaccination depending on time from beginning of outbreak;

Including immigration of particles.
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